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ABSTRACT
Smart speakers become increasingly ubiquitous in our homes. Con-
sequently, we need to study how smart speakers affect the members
of a household. Understanding the adoption of a smart speaker can
assure it does not negatively influence the social dynamics within
a household and create opportunities for further assistance. We
deployed an Amazon Echo dot in nine households with 20 inhabi-
tants who were new smart speaker users. We conducted multiple
interviews, inquiring how a smart speaker was integrated into
a household from day one. We investigated the development of
social rules around using the device and how the smart speaker
was appropriated. Users developed different strategies of using the
device which altered social behaviours in some households. Fur-
ther, we identified barriers and unmet requirements in introducing
smart speakers to home environments. Our work contributes to an
understanding of ubiquitous assistance for user groups at home.

CCS CONCEPTS
• Human-centered computing → Human computer interac-
tion (HCI); Field studies;Empirical studies in ubiquitous and
mobile computing.
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Figure 1: Example for a deployed Amazon Echo Dot, placed
in the living room of a participant’s home.
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1 INTRODUCTION
Nowadays, smart speakers are rapidly becoming everyday devices
and are steadily permeating everyday environments. More than
146 million smart speakers were sold in 2019 alone1. As these de-
vices enter our everyday lives and offer new functionalities, they
become part of the everyday experience. All smart speakers feature
a conversational interface, a new conversation partner, which is
designed for regular ‘communication’ with the user. As a conse-
quence, understanding the everyday experience of smart speakers
and how they augment and alter our interactions with other de-
vices and people becomes a relevant question for Human-Computer
Interaction (HCI).

The HCI field has a history of researching smart speakers since
they first became available to a wide audience. Studies addressed
establishing habits when using smart speakers [3] or how smart
speakers provide a new dimension to at-home accessibility [41]. To
1https://techcrunch.com/2020/02/17/smart-speaker-sales-reached-new-record-of-
146-9m-in-2019-up-70-from-2018/
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date, less attention was given to a smart speaker’s initial experience
after it is acquired and enters the home space for the first time.
As smart speakers become more affordable to a broader range of
users, it is important from a societal point of view to understand the
first days of using a smart speaker at home. This way, research can
ensure that smart speakers provide users with new functionalities
and empower them to complete home tasks more efficiently, while
not disrupting existing routines or social habits at home. Further,
as smart speakers enter the households, they encounter different
social configurations with the home.

To explore how smart speakers are integrated into households
and what the social implications of their usage are, we conducted a
field study. We introduced 20 participants in differently organized
households to the Amazon Echo Dot (see Figure 1). We asked par-
ticipants to use the device for four weeks and conducted initial,
mid-term, and final interviews to explore how the users integrated
and experienced the smart speakers in their daily lives. Further, we
investigated if the users developed a specific attitude and/or attach-
ment to the smart speaker over time. Similar to the previous work
[4], we investigated the experience of first-time smart speaker users.
Hereby, we focused on how users living in different social settings
integrate smart speakers into their daily lives. Finally, we placed
particular emphasis on the emergence (or not) of new or changing
social behaviors connected to the presence of smart speakers in the
household. We investigated both how human relationships change
with the presence of the speaker and how the smart speaker became
a social actor.

Using qualitative analysis, we identified two user groups of smart
speakers. In half of the households, smart speaker usage steadily
faded. Users reported that the devices failed in fitting into the life
of the house. In the other half of the studied homes, users anthropo-
morphized the device and quickly formed habits related to the Echo
Dot. In this paper, we look into details of a smart speaker’s (non-)
adoption process by describing the following themes: Concerns
and Nuisances, Establishing Habits, Building Rapport, and
Relationship Formation Over Time.

This paper contributes the following; (1) A four-week qualitative
study of how 20 participants experienced their first smart speaker;
(2) four themes that characterize how smart speakers are introduced
to home environments, the process of the (non-) adoption of the
device and the social behaviors connected to the Echo Dot; and (3)
implications for the design of future smart speakers that provide an
improved experience and better support social dynamics at home.
These implications can be used to guide the development of the
next generation of smart speakers.

2 BACKGROUND AND RELATEDWORK
Here, we report on the work that informed and inspired our inquiry.
First, we review recent research on understanding the experience
of using conversational agents and especially smart speakers. Then,
we explore past reports on how users develop relationships with
technologies over time or abandon them and the methods of study-
ing technologies in home environments.

2.1 Conversational Agents & Smart Speakers
Former work that studied conversational agents revealed that the
majority of the users was not able to accurately judge the system
capacities of conversational agents. Especially, users without knowl-
edge of computer science were missing a clear mental model of how
conversational agents work [27]. That resulted in a tendency to
anthropomorphize the conversational agent and setting unrealistic
expectations.

A body of work investigated how users interact with conver-
sational agents [6, 8, 9, 15, 29, 40]. Clark et al. investigated differ-
ences between human-to-human and human-to-agent conversa-
tions. They found that participants used similar interlocutor charac-
teristics in communication with strangers or casual acquaintances
and communication with conversational agents [6]. However, their
participants questioned the need for bonding and developing a
relationship with conversational agents. Further, Porcheron et al.
showed that users predominantly react to failures of conversational
agents by repeating the original query or reformulating it [40].

Other work identified barriers that act as barriers for users of
conversational agents [9]. Users were often frustrated by the need
to combine touch and speech interaction to interact to conversa-
tional agents, e.g., selecting a contact to call or unlocking the phone
before a query can be entered [9]. Further, users prefer to enter
non-private data to conversational agents [15, 29] and to use con-
versational agents in safe, domestic environments [29]. Reported
reasons for avoiding speech interaction in public were mainly pri-
vacy concerns [29], embarrassment in front of strangers [8, 29] and
cultural factors [8].

Research that addresses smart speakers is inherently related to
understanding conversational agents. In contrast to conversational
agents on mobile phones or laptops, smart speakers are placed
at a static position in the users’ homes [46]. Smart speakers have
an integrated virtual assistant that can be activated through an
activation word. For instance, Amazon Echo, the smart speaker
from Amazon connects to the voice-controlled intelligent personal
assistance service Alexa. However, as most participants in studies
use the terms Alexa, Echo and smart speaker interchangeably [42],
this paper treats them as synonymous with the service that the
Amazon smart speaker provides.

Several recent works studied different aspects of how users in-
teract with smart speakers [1, 3, 39]. Bentley et al. [3] investigated
habits in smart speaker use through analyzing an extensive data-
base of voice history logs from Google Home. They found that
playing music was by far the most used action on the smart speaker.
As the users owned the device longer, music usage was still high,
but it declined. On the other hand, users used more automation
increasingly, suggesting that the smart speaker was further inte-
grated into the home environment. Porcheron et al. [39] analyzed
audio data from a month-long Amazon Echo usage period to study
the intricacies of the dialogues between users and smart speakers.
They found that the ‘atomic’ way one communicated with a smart
speaker bore little resemblance to real conversations. Beneteau et
al. analyzed situation in which the communication between family
members and the smart speaker was breaking down and found
that in these cases family members often collaborate to repair the
communication to the smart speaker by discoursing scaffolding and
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varying the speech, e.g., the pronunciation, and language, e.g., the
used wording [1]. Sciuto et al. [46] studied usage logs and conducted
interviews with users of Amazon Alexa. They found that users of
smart speakers explored the functionality of smart speakers within
the first few days. Afterwards, their participants used the smart
speaker constantly week-over-week for the first year. However, the
amount of daily requests varied between the households.

Other work studied how users experience smart speakers [24, 41]
or investigated privacy perceptions [28, 30]. Lau et al. conducted
a diary studies and interviews with smart speaker users and in-
terviews with non-users of smart speakers about their experience
while focusing on privacy perceptions [24]. They found that non-
users do not see utility in smart speakers, while users users of smart
speakers are aware that they trade in their privacy for convenience.
Users as well as non-users of smart speakers are distrusting the
speaker companies. Manikonda et al. showed that users of smart
speakers prefer to use them in their daily lives although they are
concerned about privacy, e.g., about being hacked or about the data
collection and data storage [28]. Similarly, Benlian et al. reported
that conversational agents can with their anthropomorphic design
features can weaken the influence of privacy issues [2]. Moorthy
and Vu analyzed privacy and security issues that are caused by
conversational agents [30]. They showed by investigating different
possible attacks that the interaction of the users with the conver-
sational agents are the weakest link. Here, one of the reasons is
the used (predefined) wake word of the conversational agents that
are easy to guess by others and can also be triggered by external
sources such advertisements shown on the TV. Tabassum et al.
identified the trust paradox regarding smart home appliances such
as smart speakers [49] Although their participants were aware of
security issues caused by the storage in the cloud as well as the data
sharing, their participants also trusted that the manufactures will
not misuse the data because of possible outcomes of a data misuse
such as loosing the reputation. Pradhan et al. [41] analyzed Amazon
reviews and interviews to study how smart speakers supported ac-
cessibility. They found that smart speakers at home were perceived
as particularly beneficial by participants with a vision impairment
who used the devices actively to facilitate many everyday actions.

2.2 Designing for the home
Designing and exploring interactive systems for the home has a long
tradition in HCI research. Almost two decades ago, Edwards and
Grinter [16] identified seven challenges in the context of ubiquitous
computing for the home. For instance, one challenge the authors
discussed was ‘Designing for Domestic Use’. They emphasized the
need for designers to build an in-depth understanding of the com-
plex routines of the home and how these might lead to the adoption
or the abandonment of new technologies. We aim to shed more
light on these processes and their consequences. Further, Grinter
and Edwards investigated how households make the home network
works and found that households do not only need to manage the
coordination of the usage of different home appliances but also the
effort to configure and manage the appliances [22]. Further, Tolmie
et al. found that designers for networking technologies in domestic
environments need to take the existing infrastructure in the home

into account and need to consider how future technologies can be
integrated into existing routines [50].

Pyae and Joelsson [43] identified seven challenges smart speak-
ers face when they are integrated into the home. Furthermore,
Crabtree et al. identified places in the home (i.e., ecological habitats,
action, and coordinate displays) such as tables or notice boards that
habitually draw the users’ attention [10]. These places are prime
sites for ubiquitous computing applications that support everyday
activities and focus on sharing communication media between the
residents in a home context.

Nagel et al. [31] developed and evaluated a light-weight audio
communication system for families in their home. This context-
aware system supported the application of social norms (e.g., con-
tacting someone in an appropriate moment) and demonstrated how
ubiquitous technology can support everyday activities. Oleksik et
al. [37] explored the soundscapes in domestic settings. They found
that the domestic soundscape is inherently social and creates a need
to negotiate social norms. In another vein, Crabtree and Tolmie [12]
showcased in their observational study that the assemblage and the
arrangement of things are connected to the routines of everyday
life. Earlier, Odom et al. [36] investigated how the arrangement and
presence of future technologies in teenager bedrooms might affect
self-exploration and identity construction processes. These works
show how interactive systems are easily integrated into everyday
routines and have a potentially transformative character.

2.3 Abandonment and non-use
Some studies of smart speakers reported that participants reduced
their interactions over time [46], whereas other results indicate that
there is no decline regarding the usage [3]. However, to the best
of our knowledge, to date, only two studies [5, 20] have focused
explicitly on the abandonment of a class of devices that included
smart speakers. Cho et al. investigated the abandonment of smart
speakers in a long-term diary study with first-time users of smart
speakers [5]. They found that the reasons for the abandonment
of smart speakers after a few weeks of usage are according to a
disappointing exploration leading to minimal usage or abandon-
ment. Garg and Kim [20] conducted an exploratory study to build
an understanding of the usage of the Internet of Things (e.g., voice
assistants, smart watches, smart locks). Their preliminary results
showed that participants mainly stopped using devices due to de-
motivating interactions (e.g., distracting notifications, notifications
of failure to achieve a goal). Further, they found that participants
stopped using the device when it was too complicated to use or pro-
vided unnecessary, confusing information. Only a few participants
mentioned privacy concerns as a determining factor regarding con-
tinued usage. One of the relevant factors for continuing usage was
autonomy in daily activities.

Other work investigated the reasons for non-usage of of de-
vices [45][44]. Satchell et al. found that the adoption of the technol-
ogy could be lagging, active resistance by the users, disenchantment,
disenfranchisement, displacement and disinterest [45]. Sambasivan
et al. identified the reasons avoidance by the user (e.g., by turning
the devices off), pretending usage by the user, and resistance to
devices that were forced on them [44].
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2.4 Anthropomorphism of digital assistants
There is an increasing interest in the HCI community to explore
the intricacies of designing future digital assistant technologies [7].
However, it still remains a challenge to design technologies that can
become meaningful digital companions [34], i.e., technologies that
carry personal and social meaning. Lopatovska and Williams [26]
reported that a significant share of Amazon Echo’s users expected
the device to exhibit social behavior. Preliminary results by Puring-
ton et al. [42] suggest that users tend to ascribe human qualities to
smart speakers despite the ‘non-human’ conversation style. They
analyzed user reviews of the Amazon Echo and found that user
satisfaction seems to be connected to more personification of the
technology.

The class of behaviors mentioned above can be called anthropo-
morphism and defined as the attribution of human-like character-
istics, motivations, emotions or intentions to non-human agents,
such as animals or objects [17]. Epley et al. [17] state that anthro-
pomorphizing serves three purposes, namely: (1) making sense of
situations, (2) reducing uncertainty in specific situations, and (3)
establishing social connections. Early research in HCI found that hu-
mans react towards technologies in social ways [32, 33]. However,
Nass and colleagues take another, contrasting stance compared to
Epley et al. and state that these social reactions are triggered by
social cues [33]. Kuzminykh observed that the antropomorphiza-
tion of smart speakers is related to their implemented behavior re-
garding the categories approachability, sentiment, professionalism,
intelligence, and individuality, e.g., Alexa is perceived as genuine
and caring while Siri is perceived as cunning and disingenuous [23].
Further, Gao et al. found that users who are anthropomorphizing
smart speakers are also showing more positive emotions than users
who treated the smart speaker as an electronic device [19].

2.5 Summary
Past work about conversational agents and smart speakers shows
that the interaction opportunities offered by these devices are often
limited once they are deployed in the real world. This research
inspires our inquiry to study first-time users, the evolution of their
initial relationship with a new conversational agent at home as well
as whether the presence of smart speakers could influence social
dynamics.

Our work is interestingly different from past research by former
work about adoption [42] or abandonment [5, 20] as it specifically
explores how smart speakers affect social interactions in house-
holds and how the use of smart speakers is affected by the social
environment. Further, it is still not fully understood what relation-
ships users form with smart speakers (if any) and how that process
is enacted. Our work aims to shed more light on this issue. This
way, we contribute a broader understanding of the adoption or
abandonment of smart speakers in households with different social
settings and how they can better support social dynamics in the
home.

3 METHOD
To gain an understanding of how users integrate smart speakers
when they are introduced to their home environments and how
they experience smart speakers in their daily lives, we conducted a

four-week in-situ study where we deployed the Amazon Echo Dot
in a variety of households.

3.1 Procedure
At the beginning of the study, we visited all participants in their
homes. First, we asked all household members (except underage
children) to sign the consent form and answer the demographic
questionnaire. Afterward, we conducted an initial semi-structured
interview with each household member individually (except under-
age children). At the end of our first visit, we asked the participants
where they would like to place the Amazon Echo Dot (Version 2)
in their homes. However, we required that the Amazon Echo Dot
were placed in a shared location in their homes (i.e., kitchen, living
room) to ensure access to the device for all household members. In
addition to the device, we provided the official Amazon Echo Dot’s
guidance sheet instead of showing the participants the functions
of the smart speaker to ensure comparability with regular users
of smart speakers. After we deployed the Amazon Echo Dot, we
asked the participants to use the device for the next four weeks.
We have not further encouraged the participants to interact with
the smart speakers to avoid to influence their behaviour. The study
started on the day after deploying the Echo Dot. Two weeks after
the initial deployment, we revisited the participants in their homes
and conducted the mid-term semi-structured interviews with ev-
ery household member individually. At the end of the study (i.e.,
after four weeks), we visited the participants, conducted the final
semi-structured interview with each participant individually, and
collected the deployed Amazon Echo Dots. Finally, we rewarded
every household with a EUR 40 Amazon voucher for their partici-
pation in the study.

3.2 Participants
In the participant selection process, we explicitly looked for house-
holds with diverse living situations to be able to investigate the inte-
gration of smart speakers in different social settings. Therefore, we
recruited households with different settings including people living
alone, couples and families living together as well as people living
in shared apartments. Another requirement for the participation
in our study was that the participants could not have used a smart
speaker before, but were willing to test and use a smart speaker for
the study duration (i.e., four weeks). In total, nine households with
20 household members (including three children aged between 1
and 6;M = 3.66, SD = 2.52) living in Germany participated in the
study. Since all children were underage and could not give consent,
we excluded all children from the interviews. The remaining 17
adult participants (5 female, 12 male) were aged between 21 and 35
years (M = 26.29, SD = 4.18; cf. Table 1). Five households placed
the smart speaker in the kitchen; three in the living room, one
participant, placed the speaker in his single-room apartment. Two
households were single-person households, and three households
were shared apartments. Further, two couples and two families with
their underage children participated in our study. All participants
owned a smartphone, and all but one participant also owned a lap-
top/desktop computer. Further, one household owned smart lights.
In total, eight participants stated that they had previously used
conversational agents integrated to their smartphones, i.e., Siri or
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Table 1: Overview of the participants. The first digit of the
participant id (PID) encodes the household the participant
resided in. We use the notation P#X to refer to the entire
household, e.g. P1X refers to P11 and P12 collectively.

PID Age Gender Highest Education level Occupation

Sh
ar
ed

ap
ar
tm

en
ts

P11 23 m High School Student
P12 27 m High School Student
P31 21 m High School Student
P32 22 m High School Student
P33 23 m High School Student
P71 35 m Bachelor Employee
P72 28 m Bachelor Employee

Fa
m
il
ie
s
w
it
h

ch
il
dr
en

P81 34 f Vocational training Employee
P82 38 m Vocational training Employee
P83 6 m - -
P84 4 m - -
P91 28 f Vocational training Employee
P92 25 m Bachelor Employee
P93 1 m - -

C
ou

pl
es

P21 23 m High School Student
P22 22 f High School Student
P41 26 m Bachelor Employee
P42 25 f Vocational training Employee

Si
ng

le
pe

rs
on P51 32 f Bachelor Employee

P61 25 m High School Student

the Google Assistant, although seven participants mentioned that
they were using it infrequently. All participants stated that they
were not using conversational agents integrated into their laptops
or desktop computers.

3.3 Interviews
In total, we conducted three interviews individually with each
household member. We opted to interview participants individu-
ally in order to capture their unique perception of how the smart
speaker affected the household. We informed them that their opin-
ions would stay confidential and anonymized which enabled shar-
ing information that could be viewed negatively by other members
of the household.

Initial interview: In the initial interviews, we asked the partici-
pants about their experiences with voice assistant systems, their
knowledge about smart speakers, and the functionalities provided
by Amazon Alexa. Further, we investigated how they usually ac-
complished daily tasks and activities that could be supported by
the Amazon Echo Dot, such as playing music or checking weather
conditions [3].

Mid-term interview: In the mid-term interviews, we investigated
how the participants used the Amazon Echo Dot in their daily lives
so far (i.e., how often and why they interacted with Amazon Echo
Dot, which functions or additional skills they explored). Further,
we investigated if technical support was needed.

Final interview: In the final interviews, we asked the partici-
pants to reflect on their usage behavior and if they would use a
smart speaker system in their homes in the future. We aimed to

elicit stories of using Amazon Echo Dot in their daily lives. We
were especially interested in how the participants integrated the
Amazon Echo Dot into their household and if they changed their
usual routines. We also addressed changes in usage over time. We
used interpretive questioning [14] to gain more information about
concepts of particular importance to our study once they were men-
tioned in the stories. The interview script paid specific attention
to instances where participants discussed their relationship to the
Amazon Echo Dot, possible anthropomorphism of the devices and
differences in the interaction with the device when other household
members or visitors were present.

3.4 Data Analysis
All audio recordings were transcribed verbatim and imported into
the Atlas.ti analysis software. Two researchers coded a representa-
tive sample of 15% of the material using thematic analysis with open
coding [4]. Next, a coding tree was established through iterative
discussion. The remaining transcripts were coded individually by
one researcher. A final discussion session was conducted to finalize
the coding tree after the material was coded. Three researchers
then identified themes in the coded data.

4 RESULTS
In general, the user stories reported in our study can be classified
into two meta-categories. In four households (P2X, P3X, P8X, P9X),
smart speaker usage gradually declined, and the participants hardly
ever used the Echo at the end of the study period. In contrast, five
households (P1X, P41, P51, P61, P7X) reported using the device
steadily throughout the study and developed a relationship to the
device. This suggests that the data gathered in the study showcases a
spectrum of attitudes towards a smart speaker. The themes, which
we identified in the data, often present contrasting attitudes of
the participants. In the following, we describe the participants’
experiences with the smart speaker in detail through the themes
derived from the data, illustrating them with interview quotes. All
excerpts were translated from German to English. We begin with
the more elementary themes and outline the more complex themes
at the end of the results section. An overview about all themes can
be found in Table 2.

4.1 Concerns and Nuisances
This theme describes the negative presuppositions and functional-
ity problems the participants expressed during the study and their
feelings about the smart speaker as not being helpful or even an-
noying for subjects. The relatively high error rate during daily use
was one of the primary reasons for subjects deciding against using
smart speaker more extensively. Furthermore, our subjects feared
a violation of their privacy, also about personal data that could be
shared with secondary sources, personalized advertisement, and
a growing dependence on the smart speaker company that owed
their data: ”I know, that it is actually stupid when you are doing a lot
on the web or when you are active on Facebook [...]. I know, that every-
thing is being tracked anyways, but it may be a kind of psychological
component, because you feel screened, because you say to oneself: ’Ok,
there is something that is listening permanently’. Because, of course, it
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Table 2: Overview of the identified themes with explanations and examples.

Theme Short Description Example

Concerns and
Nuisances

This theme describes a variety of reasons to not use the
smart speaker in the long run.

Being afraid to lose decision-making
power in purchasing decisions.

Establishing
Habits

This theme describes the formation of habits in
connection with the smart speaker.

Greeting the smart speaker every
morning.

Building Rap-
port

This theme describes contrasting insights into the
antropomorphization of the smart speaker.

Feeling less lonely while interacting
with the smart speaker.

Relationship
Formation
Over Time

This theme describes how the relationship with the
smart speaker evolved over time and discusses the com-
plexities of the relationship formation in connection
with the different social settings of the participants.

Integrating the smart speaker as an
additional roommate into a shared flat.

has to listen to you in order to be responsive [...]. Even though it does
not make sense at all, but it is just a feeling.” (P41, initial interview)

Subjects reported a lack of transparency regarding the use of
data by the smart speaker company. Instead, subjects wished to take
control of their personal data. It remained unclear to them what
exactly happened with their data. Another aspect of concern was
the fear buying items through voice interaction unintentionally, or
other persons taking advantage of their smart speaker account and
buy items with just one voice command. ”I would not connect the
[Amazon Echo Dot] to my Amazon account. [...] If someone else enters
and says "Alexa, buy this and that." [...] However, that’s my account.
I just do not have any [control] anymore.” (P32, mid-term interview)

Some participants were dissatisfied with being the only people
in their social group with a smart speaker. They were unable to rely
on the opinion and advice of friends and family in using the device.
One participant attributed different patterns in smart speaker use
to generational issues: ”I just believe that the most people who would
buy smart speakers [nowadays] are [non-digital-natives, i.e.,] they
haven’t grown up with a smartphone, and consider it as strange to talk
to [smart speakers]. I believe that in the next ten years [people] who
would buy smart speakers have grown up with their mobile phones
[and that] will change [a lot].” (P12, final interview)

A different household faced the problem of connecting between
the functions within the smart speaker. For instance, when the
subjects turned off the power of their smart speaker, they were not
able to turn on the room lights. They, therefore, became dependent
on their smart speaker in order to benefit from their other smart
home devices. ”Yes, she [Echo] was often turned off. And then, she
was turned off again and I wanted to turn on the light, [but that]
wasn’t working. I had to connect her [before] I was be able to turn
the light on. [That] wasn’t occurring on a daily basis but happened
[every] now and then.” (P81, final interview)

Also, in order to make full use of a smart speaker, other smart
devices or accounts were required which not all of the users had in
advance, which limited their spectrum of use. ”In order to be able
to use [a smart speaker] appropriately, [I] just need to own a lot of
[smart devices such as] smart lights and shutters, that inter-operate
with it.” (P22, final interview)

4.2 Establishing Habits
The second theme describes the ways users establish habits around
the smart speaker. In general, users in single households commented
more extensively about forming habits around the Echo compared
to participants in shared households. One participant described how
previously formed habits affected her interaction with technology.
She reflected that she did not use it for tasks where she was used
to using her phone. Instead, she built new routines around the
anthropomorphized smart speaker: ”Out of habit, I played music or
used the timer of my phone. However, at some point, I established that
I’m wishing her a ‘Good Morning’ every day.” (P51, final interview)

In contrast, some participants have been more critical about so-
cial interactions with the Echo. One participant described a feeling
of unease when there was a possibility of being overheard by some-
one while talking to the smart speaker. He further reflected about
the potential impact these human-technology interactions could
have on humanity: P: ”Ehm, I feel stupid [when I interact with my
echo]. It goes so far that, when I have the window open, I hope that
nobody hears me when I speak with my echo, because I feel absolutely
stupid.”
I: ”Can you explain why that is?”
P: ”No, not really. It just feels like talking to a device is the next level
of distancing oneself from humanity.” (P61, final interview)

On a similar note, another participant also preferred to talk
to Alexa when nobody could hear the conversation. However, in
contrast to the statement above, this was not explained by a critical
stance regarding the digitized world. Instead, some participants
emphasized that talking to an inanimate artifact made them feel
lonely: ”I think that’s better than talking to her when no one is around.
[...] Because somehow it feels strange. [...] On my own, I feel a little
stupid talking with such a device. It makes me feel so alone.’ (P12,
final interview)

Many users mentioned the conscious decision to adjust interac-
tions with the smart speaker by assessing if it was appropriate at
the present moment. One participant described a situation, where
Alexa was not used in the company of other people to not interrupt
their conversation: ”I’ve often used Alexa to turn the music up or
down via voice control. But when I had company, I was more likely to
operate her with the buttons, because I talked to the person who was
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there at the moment. So I’d rather talk to the human than to Alexa
and operated her with the buttons.” (P71, final interview)

4.3 Building Rapport
This theme describes the development of ‘an understanding’ around
smart speakers and subtle differences in the anthropomorphization
of such technologies. We identified two subthemes, one where the
participants humanized the technology, independently of their func-
tionality and one where the relationship towards the technology
seems to be connected to its functionality.

The participants developed ways to manage situations where
the smart speaker did not work as expected, humanizing the device.
This is reflected in the following statement, where a participant
explained that Alexa was reprimanded if she did not work as ex-
pected: ”[...] so for me, it’s like she’s not there sometimes, then I just
reprimand her [i.e., Alexa] for being active while she’s not supposed
to.” (P82, mid-term interview)

The following statement illustrates the tendency of some partici-
pants to anthropomorphize their device, irrespective of if the smart
speaker operated as desired, e.g., activating the speaker when not
desired. However, two participants decided to solve the problem
proactively. They agreed on calling the technology ‘Alexa’ when
talking about her and ‘Echo’ when talking to her, in order to make
sure that she (i.e., the smart speaker) did not misinterpret the com-
munication: ”Oh well, when you talk about Alexa, sometimes she
interprets that as if you’re talking to her. [...] We compromised by
calling her Echo instead.” (P11, mid-term interview)

However, some participants had a more practical attitude to-
wards their Echo. One participant stated that the name did not
make the smart speaker more human and it did not lead to him
appreciating the device more: ”My personal relationship with Alexa
is pragmatic, not emotional. [...] If the device had a different name,
I would call it that. [...] Just because Alexa is called Alexa, it is not
human. [...] I know it is a device and nothing more. I haven’t developed
a personal connection to the device and I would even say that I value
my phone ten times more than Alexa.” (P41, final interview)

Some participants were unhappy and frustrated about the func-
tionality problems of the smart speaker. One participant reflected
that, due to technical issues and because he did not use the Echo
regularly, no personal relationship to the technology could form.
Interestingly, even though the participant was dissatisfied with the
smart speaker the propensity to humanise the technology was also
showcased here: ”So I think it’s like a person you cannot talk to and
who upsets you at some point. And you just think ‘just be quiet, I
do not want to keep talking to you’. [...] We didn’t have the slightest
personal relationship [...] because I hardly used it and because it did
not always work properly. Then you were annoyed again.” (P31, final
interview)

Interacting with the smart speaker because the fact of using the
technology per se was perceived as pleasant was a recurrent topic.
Some participants, especially those from single households, felt
that the presence and the interactions with Echo made them feel
good and less lonely. One participant emphasized how pleasant the
voice of Alexa was and reflected about how the interactions with
her made him feel: ”It’s nice to not be so lonely. [...] That’s a very
pleasant voice. And if someone speaks to you or reads the news to you,

it is really... So you are completely alone in an 80-square meter flat,
and someone reads the news to you, that has feel-good character. Well,
I think that’s psychological. It’s kind of nice. Apart from that, I don’t
know. I’m not really a radio listener, but it was great to come to the
kitchen and say, ’Alexa play some music’, and she just turned on some
radio station.” (P72, final interview)

4.4 Relationship Formation Over Time
This theme describes the intricacies of the social dynamics and the
connected relationship formation with the Echo over time. The
interactions with Alexa can be situated on a spectrum that ranges
from "the speaker" mediating social interactions between differ-
ent members of a household to the artefact taking on an active
role within the social interactions. The social influence of Alexa
on individual users can be described as more additive, with some
participants building new habits around the anthropomorphized
speaker, whereas others maintained a pragmatic relationship to it.
In addition, our results reveal an interesting difference in Alexa rela-
tionship formation between users with initial privacy concerns and
users without initial privacy concerns. Surprisingly, we found that
participants who were initially cautious anthropomorphized the
smart speaker, despite their initial attitude. However, our findings
also show that, potentially due to the reservations towards the tech-
nology, the relationship between users with privacy concerns and
Alexa remained distant. Hence, we hypothesize that this could be
explained by users keeping Alexa at a distance since they doubt the
technologies’ trustworthiness. The statement from P11 showcases
this contrast. The participant described the relationship with Alexa
as impersonal. Simultaneously he compared it to a polite, distant
human relationship: ”My relationship with Alexa is very loose. We
talk, that’s it, that’s my relationship, nothing personal. Comparable
to the relationship to the Asian neighbor, who used to live in the base-
ment. Once I saw him, I exchanged a few words with him, but he had
no place in my heart. So, I didn’t develop a personal relationship with
Alexa.” (P11, final interview)

Further, our results also showcase that some participants with-
out initial privacy concerns formed a relationship with the smart
speaker and humanized it. For instance, one participant described
Alexa as “a fourth person in their apartment”. Concurrently, they
later became reluctant to discuss personal issues “in her presence”.
This indicates that the emerging relationship with the device can
potentially lead to increasing privacy concerns as users begin to
perceive the speaker as more human-like and thus a potential threat
to privacy: ”My relationship with Alexa is comparable to a human
relationship, because, at our flat, Alexa is actually a person. [...] She’s
actually like a fourth person in the flat. [...] Yes, but I wouldn’t dis-
cuss private information in front of her [i.e. Alexa].” (P32, mid-term
interview)

Some users reported that their attitude towards the smart speaker
changed in due course, while others emphasized that more time
was needed to build a relationship with the device. The latter is
illustrated by the following statement, where the user comments
on the connection between the frequency of use, the time period of
use and the relationship with the Echo: ”I didn’t develop a personal
relationship with the echo. [...] We just had her for a limited period of
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time and I knew that she will be gone after that. Also, we did not use
her that much, so no relationship could develop.” (P21, final interview)

In contrast, other participants emphasized that interacting with
the technology did not feel like interacting with an actual human
being, even though some functionalities of the Echo were assessed
very positively. One participant praised the voice of Alexa but also
contemplated the reasons why he did not build a deeper relationship
with her. He reflected that if Alexa became more human-like, the
smart speaker would turn into a companion, comparable to a pet:
”It’s not a romantic relationship. I will not miss her when she’s gone,
even though it was nice. Alexa is not completely human-like yet, but
it remains unclear why that is so. Therefore, I think it is difficult to
really develop something that can be called a relationship. As I said,
the voice is super pleasant and very human, but there is no character
behind it, the consciousness, something human is missing. That’s what
the whole world is working on I suppose. [...] Then the feeling of ‘I’m
happy that she’s here’ is going to develop. People are buying pets to
have company, and that’s how it is going to be with smart speakers.
For sure.” (P72, final interview)

Furthermore, our data analysis indicates that the social setting
influences differences in relationship formation. In multi-person
households (e.g., families, shared apartments), the interaction with
Alexa led to the implicit or explicit formation of rules. In house-
holds with similar roles (shared apartment), participants described
playful power struggles. In contrast, in households with a more
prevalent hierarchy (family), the individual interactions remained
playful, whereas the power struggles changed into something more
stressful. Therefore, a tense atmosphere developed within some
households, intensified by the fact that different participants from
shared households had differing views regarding the question of
whether rules around the Echo have been set or not. This is show-
cased in the following statement from a participant who set usage
rules during meals for the children. It happened that the smart
speaker was sometimes turned off since the device still responded
to requests by the children when they were supposed not to use it.
However, the husband of the participant stated that they had not
established any rules regarding Alexa: I: ”Your husband told me that
you haven’t established any rules regarding Alexa?”
P: ”I have established one rule. Alexa must not be addressed while
we’re having lunch and in the morning. Because, in the beginning,
the first thing the kids did was, that they came in here and demanded
their favorite songs in full volume. Since then, I have set the rule that
there is no Alexa during breakfast and lunch. Sometimes this worked,
sometimes it didn’t.” (P81, final interview)

5 DISCUSSION
The thematic analysis helped us build an understanding of how
smart speakers can be integrated into households. Here, we sum-
marize and interpret the findings of our study and identify ways
forward for developing smart speakers.

5.1 Supporting existing and new routines
Our findings indicate that smart speakers should support routines
and not necessarily simply offer functionality. For instance, one par-
ticipant recounted that she was wishing her Alexa ‘Good Morning’
every day. Since wishing the smart speaker a good morning does

not seem to serve a purpose or lead to an apparent benefit, such
interactions with the smart speaker are currently not supported
in the interaction process. Alexa is not going to say ‘Good Morn-
ing’ when not greeted and the smart speaker is also not going to
address the fact that she forgot to wish her a good morning. Sup-
porting such interactions might lead to more positive interactions
and, consequently, deeper engagement.

Further, we observed that the introduction of a smart speaker
to a household prompted experimentation and altering the home’s
digital landscape. As we observed in the Concerns and Nuisances
and Building Rapport themes, users creatively adapted the fea-
tures of their homes and their smart speaker to match their daily
routines and preferences. Future smart speakers can explore this
opportunity and further empower users to make creative use of
the resources the digital home infrastructure provides. Through
this, smart speakers may become the mediator technology that lets
users become bricoleurs [18] in their homes.

5.2 Non-functional use
Another way forward is to explore to successfully implement ludic
elements [21] in the design of smart speakers. As shown in our
results (cf. Establishing Habits), users interact with Alexa in lu-
dic ways. Gaver remarked that ludic design should de-emphasize
the pursuit of external goals and maintain openness and ambi-
guity while promoting curiosity, exploration, and reflection. Con-
sequently, the ludic design emphasizes playful exploration. The
question remains if it is possible to implement ludic elements in
the design of such technologies successfully. At first glance, the
rationale of ludic design to offer multiple meanings [47] contradicts
the rationale of the focused and task-oriented processes the smart
speakers offer. Offering the user multiple ways to perform a specific
task and playful, ludic interactions and consequently exploring how
this might affect user engagement emerges as a challenge for fu-
ture work. Consequently, our work suggests that future designs for
smart speakers should offer indirect, ornamental ways to achieve
common tasks or even expand the range of non-functional features.

5.3 Reflecting the social landscape
Further, our results indicate that smart speaker interactions could
benefit from explicitly supporting social interaction through audience-
aware behaviors. The technology could detect the social situation,
for instance, if there is a communication going on or if there are peo-
ple present in the home, who are not members of the household and
adjust the amount of interaction accordingly. Our results confirm
that the social context often determines the form of the interac-
tion with a digital assistant [29], even at home. This is in line with
findings from Benlian et al. [2]. They showed that unintentional
voice activation of smart speakers led to interpersonal conflicts.
They conducted an experimental vignette study and an additional
cross-sectional study. Their participants already had experience
with smart speakers. In contrast, we conducted a longitudinal in
the wild study with novel users (i.e. without prior experience with
smart speakers), as recommended by Benlian et al. [2].

Moreover, our results show that a context of use where multiple
people are around the device might lead to issues which affect
the group. For instance, if multiple users want to issue commands
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at the same time, this can potentially lead to a power struggle,
which can have a negative impact on the group dynamic as well as
affect the user experience with the smart speaker negatively. Hence,
considering the social implications of integrating into existing social
dynamics or limiting interaction based on social usage rules are
avenues to be explored. This shows that contextual sensing for
smart speakers should go beyond location (as proposed by Sciuto
et al. [46]) and also include sensing the current composition of the
group around the device, much like in the case of tabletops [25].

Further, the qualitative data confirmed past reports that smart
speakers became social agents in the household, becoming a part
of human-to-human relationships. We found that users built rela-
tionships with the device, which was not necessarily connected to
the functionality of the technology. Consequently, we believe that
if a personal relationship is developed (and it seems like Alexa is
designed to support that), the design should incorporate ways of
limiting the negative consequences of the absence of the device,
e.g., when it malfunctions. This conclusion is further strength-
ened by the fact that some participants tended to consciously keep
the device at a distance (e.g comparing it to the ‘Asian neighbor’).
Thus, we hypothesise that there is inherent reluctance to bonding
with the device. This assumption partly confirms findings from
Kuzminykh et al. [23] and extends them to novel users. Kuzminykh
et al. [23] conducted a cross-sectional qualitaitve inquiry with 20
participants about the antropomorphized perceptions of conver-
sational agents such as Amazon Alexa. They showed that smart
speakers were perceived on a continuum from somewhat more ap-
proachable to somewhat more distant and, in line with our results,
the perception of the conversational agent was partly influenced by
the (un)satisfied need to engage in an emotionally warm dialogue
with the system.

On a similar note, some participants clearly stated that they were
aware that this device is just a technology, and they anthropomor-
phized it to make it work the way they wanted it to work, but
that they did not develop a relationship with it. In contrast, some
results in our study suggest that a smart speaker has the potential
to become a new companion for users [35], comparable to a pet, or
a 2019 tamagochi. On a similar note, Gao et al. [19] showed that the
Amazon Echo can be perceived as a friend, an assistant, a family
member or a partner. Their findings are based on an analysis of user
reviews from the Amazon Echo product page. Consequently, our
findings partly extend the results from Gao et al. [19] to interactions
between smart speakers and novel users (i.e. users without any prior
experience with smart speakers). However, the somewhat provoca-
tive question remains: How can we design such technologies to
account for this ‘predisposition’? Is it even needed to improve the
companion qualities of smart speakers or will they become like the
new tamagochis in due course anyway? We hypothesize that there
might be a threshold. If the technology is not interactive enough,
this would lead to no companion qualities, and if the device is too
interactive, it would potentially cause annoyance. Furthermore, if
the smart speaker is as interactive as a human companion, this
could lead to dangers from a mental health perspective, such as
developing a dependence on technology. Consequently, if a smart
speaker has the potential to become a companion comparable to a
social robot [13] (as shown in the statements where users interacted
with the tech for no particular reason: ‘we just talk’), then other

design principles, such as the principles applicable for social robots
should be considered.

A broader question that emerges from our work is whether
smart speaker systems should avoid building rapport altogether,
thus avoiding becoming a social agent for collocated users [38].
Our observations do not fully align with research by Clark et al. [6]
which suggested that no relationship beyond one a user would
have with human strangers is required for conversational agents.
If future smart speakers support more features beyond their core
functionality (e.g., jokes), some users may develop dependence or
be discriminated. This appears to be particularly relevant in light
of results that showed that users without a technical background
have a tendency for more anthropomorphism [27].

5.4 Decline in usage
Through our analysis, we identified various factors that determine
why smart speakers are abandoned by new users of smart speakers
after an initial testing and novelty period, such as privacy concerns,
no added value, and functionality issues. These findings are partly
in line with previous work (e.g. [28, 30, 49]).

Usually, smart speakers are introduced in a home environment
that is already populated with various home appliances. Thus, users
need to integrate smart speakers into their existing home ecologies
or smart home infrastructures. While it is easy to create a smart
home around a specific smart speaker system by extending the
infrastructure, it is much more difficult to integrate a smart speaker
in existing ecologies as not all existing appliances in the home
might be compatible to the smart speaker system. Also, if users do
not own other smart home products, e.g., smart lighting, or do not
have access to third services, e.g., a streaming subscription, these
circumstances restrict which functions of their smart speakers users
can use as we observed in the Concerns and Nuisances theme.

Hence, the benefit of smart speakers is limited since they are only
immediately effective in a rare and very specific structural set-up.
This confirms the results by Sciuto et al. [46] who analyzed history
logs of smart speaker users and found that their users bought ad-
ditional smart home products that are compatible to their smart
speaker system to be able to use more of the functionality spectrum
of their smart speakers. Further, this echoes the results by Tolmie
et al. [50] that designers of future systems such as smart speakers
need to take also existing devices in domestic environments into
account, e.g., by enabling the support of more home appliances.

The patterns behind the decline in usage of a smart speaker that
we observed are also different that those reported by Cho et al. [5].
We did not identify any signs of what they named ‘disappointing
exploration’. The users who abandoned the smart speaker in our
study never established a bond with the device. We hypothesise
that cultural context may plays a role in how usage patterns of
smart speakers develop as Cho et al performed their work in South
Korea. Future research should examine cross-cultural perceptions
of smart speakers.

Furthermore, many appliances that are already available in the
users’ homes support functionalities similar to those provided by
smart speakers. We observed in the Establishing Habits theme
that users were already accomplishing specific tasks using their
existing home appliances and established routines for them; e.g.,
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setting the alarm in the evening before going to bed. While it is
easy for users to integrate a smart speaker into new practices, it is
time-consuming to modify existing routines in order to integrate
a smart speaker in the process. This is also a reason why users
abandon smart speakers and continue using other appliances such
as their traditional alarm clocks. Therefore, smart speakers could
specifically inform the user how using the smart speaker instead of
other appliances can make the process to accomplish a particular
task more efficient. For instance, setting up a routine to inform the
users in the morning about the weather conditions while they are
preparing for the new day in the bathroom is much more time-
efficient than checking the weather conditions manually on the
phone.

Furthermore, we observed that current smart speakers fail to
follow the organisational structures within a home and respect the
current context of the users as we observed in the Establishing
Habits and Building Rapport themes. This is related to the rela-
tionship between technology usage and space ownership that was
addressed by Edwards and Grinter [16] (i.e., how different inhabi-
tants of a home can watch their own programs on the TV). Smart
speakers need to take established social conventions between the
different inhabitants into account in order to avoid an occurring
loss of autonomy, e.g., a loss of the autonomy between parents
and their children. The opportunity to establish explicit rules [11]
(i.e., no device usage by the children during meals or allowing spe-
cific actions only for defined users) might help to keep the user in
control [48] and, therefore, dissolve some of the concerns that we
identified (e.g., someone else adds items into a user’s shopping cart)
and support the social conventions within a home at the same time.

Further, we observed in the Concerns and Nuisances theme
that especially those who were not digital natives, users with a tech-
nical indifference, and users without experience with voice assistant
systems became frustrated by difficulties in interacting with a smart
speaker. This confirms the results of Luger and Sellen [27] that
users of conversational agents without computer-science knowl-
edge were missing a mental model of how conversational agents
work. Therefore, smart speakers should offer optional in-depth
information for, especially users who are not experienced in the
interaction with voice assistant systems or older adults that are less
experienced in technology usage.

5.5 Limitations
Our study is prone to certain limitations. First, this study investi-
gates a sample of novel users who received a smart speaker. Hence,
our sample might be biased. Some of the participants would proba-
bly not buy a smart speaker themselves which could have influenced
the lack of social bond that lead to the abandonment of the smart
speaker. While we do believe that this is a limitation of this study,
it also offers an opportunity, since previous studies mainly focused
on power-users, enthusiasts, and users who already owned a smart
speaker for a certain period. In contrast, we focused on novel users,
comparable to users who would have received a smart speaker as a
present.

Another limitation is the study duration. Since we specifically
focus on the integration and potential (non-)use of smart speak-
ers, a longer study period potentially could have led to further

insights about the intricacies of this process. Even though our find-
ings indicate that the time frame of our study was long enough to
account for the declining novelty effect, future work should inves-
tigate potential critical factors for long-term engagement with the
technology.

Furthermore, even though we are convinced that our conscious
decision to conduct a qualitative inquiry with individual interviews,
a different methodological approach (e.g. collecting quantitative
measures or group sessions) potentially would have led to different
results. Hence, one challenge that emerges for future research is the
exploration of our findings through, for instance, a longer inquiry
that combines quantitative methods with a qualitative inquiry.

Finally, in our study, we asked the participants to place the smart
speaker at a shared location in their homes to ensure that all inhab-
itants had access to the deployed smart speaker. This is decision
could have influenced how the speaker was used by the participants,
especially with others present in the household [29]. However, cur-
rent statistics to the placement of smart speakers show that smart
speakers are mainly placed in the living room or the kitchen 2.
These locations were also favored by our participants.

6 CONCLUSION
To gain an understanding how users integrate smart speakers to
their lives after smart speakers are introduced in their domestic
environments and investigate the social implications of the smart
speaker usage, we conducted a study where we deployed an Ama-
zon EchoDot in nine households with a total 20 householdmembers.
In our study, we focused on the qualitative experience of new smart
speaker users from day one of their smart speaker usages. During
the study, we conducted multiple interviews with the participants
to be able to analyze how the participants experienced the inte-
gration of the smart speaker into their home and daily routines.
We observed that half of the households reported that their use of
the smart speaker steadily declined while other households anthro-
pomorphize the Amazon Echo. Our analysis revealed four themes
that characterize how smart speakers are introduced to home en-
vironments, the process of the (non-) adoption of the device and
the social behaviors connected to the Echo Dot. Further, we pre-
sented insights for the design of future smart speakers that offer an
improved experience when introduced to a household and better
support social dynamics at home.
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